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What is Artificial Intelligence?
A Scientific Discipline/ 

Class of TechnologyAn Ideal
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What is Machine Learning?
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• There are many tasks that computers can do 
much more efficiently than humans 

- e.g. computing π to high precision, sorting a huge list

What is Machine Learning?
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• There are many tasks that computers can do 
much more efficiently than humans 

- e.g. computing π to high precision, sorting a huge list

• There are tasks which come very naturally to 
humans but are very challenging to automate 

- e.g. recognizing a face or a song, understanding speech

What is Machine Learning?
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What is Machine Learning?

Machine learning is about enabling 
computers to do these tasks, not by 
programming them with rules, but 

by learning from data. 
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Basic ML Framework
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Basic ML Framework

Input 
(Data)

e.g. Image

ML Pipeline

e.g. Feature Extraction  
+ Object Detector
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Basic ML Framework

Input 
(Data)

e.g. Image

Output 
(Something 

useful)

Detection 
(Specified by labeled bounding box)

Stapler

ML Pipeline

e.g. Feature Extraction  
+ Object Detector



def square(x): 
return x * x

square(1) = 1 
square(2) = 4 
square(3) = 9 
…



f(x)

via flipboard.com 
keywordsuggest.org

https://flipboard.com/topic/keysignature
http://keywordsuggest.org/gallery/673777.html
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Image credit: Bloomberg
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The central challenge in 
machine learning is that the 
algorithm must perform on 
previously unseen inputs 

The ability to perform well on 
previously unseen inputs is 
called generalization

Generalization

via Gazette Review
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Supervised Learning

via thetimes.co.uk

http://thetimes.co.uk
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Ground-Truth
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Ground-Truth
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Ground-Truth
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Supervised Learning: Classification

Assignment of inputs to one or more known categories.

Examples: 
• Object recognition 
• Scene labeling 
• Medical diagnosis 
• Ad click-through prediction 
• Tagging news articles 
• Spam filtering 
• Gesture recognition

Thalmic Labs Myo
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Unsupervised Learning

via thetimes.co.uk

http://thetimes.co.uk
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Unsupervised Learning:  
Clustering
Assignment of inputs to unnamed groups (“clusters”) such 
that  objects in the same group are similar.

Examples: 
• Exploratory data mining 
• Plant and animal ecology 
• Human genetic clustering 
• Grouping of shopping items 
• Market research 
• Semi-automated grading

Image credit: Huang et al. 2013 “Codewebs: a Pedagogical Search Engine 
for Code Submissions to a MOOC”
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Unsupervised Learning:  
Generative Modelling

\

via NVIDIA
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Reinforcement Learning

via Jamie Campbell from Emsworth (nr Portsmouth), U.K - Falling down
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Reinforcement Learning: Game 
Playing

Google DeepMind’s AlphaGo 
A Hybrid of Several Learning Paradigms 

+ Some “Brute Force”
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• The choice of representation has an enormous 
effect on the performance of ML algorithms

Representations in ML

CHAPTER 1. INTRODUCTION

x

y

Cartesian coordinates

r

θ

Polar coordinates

Figure 1.1: Example of different representations: suppose we want to separate two
categories of data by drawing a line between them in a scatterplot. In the plot on the left,
we represent some data using Cartesian coordinates, and the task is impossible. In the plot
on the right, we represent the data with polar coordinates and the task becomes simple to
solve with a vertical line. Figure produced in collaboration with David Warde-Farley.

One solution to this problem is to use machine learning to discover not only
the mapping from representation to output but also the representation itself.
This approach is known as representation learning. Learned representations
often result in much better performance than can be obtained with hand-designed
representations. They also allow AI systems to rapidly adapt to new tasks, with
minimal human intervention. A representation learning algorithm can discover a
good set of features for a simple task in minutes, or a complex task in hours to
months. Manually designing features for a complex task requires a great deal of
human time and effort; it can take decades for an entire community of researchers.

The quintessential example of a representation learning algorithm is the au-
toencoder. An autoencoder is the combination of an encoder function that
converts the input data into a different representation, and a decoder function
that converts the new representation back into the original format. Autoencoders
are trained to preserve as much information as possible when an input is run
through the encoder and then the decoder, but are also trained to make the new
representation have various nice properties. Different kinds of autoencoders aim to
achieve different kinds of properties.

When designing features or algorithms for learning features, our goal is usually
to separate the factors of variation that explain the observed data. In this
context, we use the word “factors” simply to refer to separate sources of influence;
the factors are usually not combined by multiplication. Such factors are often not

4

via deeplearningbook.org

http://deeplearningbook.org
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• It can be very difficult to extract high-level, abstract features from 
raw data 

• Deep learning solves this challenge by composing representations 

• Each layer extracts features from output of previous layer

Learning a Feature Hierarchy

Layer 1 Layer 3Layer 2
Image/video  

pixels
Simple 

classifier

Deep learning allows us to build complex concepts  
out of simpler concepts
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Why So Successful Now?

1M

1k

100M

1M

10T

1B

flop/s

capacity

data

tim
e

time

As time goes by, we get more data and 
more flops/s. The capacity of ML 
models should grow accordingly.

+
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• High-dimensional, unstructured data 

• Large labeled datasets

1. The Task

Image credit: Google TensorFlowImage credit: https://github.com/jcjohnson/neural-style Image credit: wikidelia.net Music of Spheres

https://github.com/jcjohnson/neural-style
http://wikidelia.net
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via Clement Farabet
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